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| Topic: | Discussion: | Next Steps: |
| Content Policy Working Group: At-risk users | YouTube presented ongoing efforts to protect at-risk users, with a detailed presentation on child, teen, and parental account controls spanning YouTube, YouTube Kids | Observations to be built into forthcoming landscape observations |
| Standards and Definitions: Misinformation Implementation Guide | Community reviewed Misinformation Implementation Template findings.  Findings included:   1. Where misinformation policies were enforced (content, consumer, ads policies) 2. Discussion of types of misinformation under platform watch (COVID + Health + Medical Misinfo; Physical Harm + Dangerous Events; Elections + Census; Manipulated + Synthetic Media; Climate Change; Public Emergencies) 3. Overview of fact checking operating models 4. Overview of reporting trends | Members to access information via GARM Members Hub |
| GARM Training Preview | Community reviewed plans for upcoming training in New York City at the Brand Safety Summit  GARM leadership reminded members of free attendance as a benefit, calling on members to register | Community to review outcomes in upcoming Community Call |
| Adjacency Working Group Update | Community reviewed upcoming work on Livestream formats | Subgroup to engage Community and share observation on best practices |
| Aggregated Measurement Report Vol 4 | Community reviewed upcoming milestones | Key findings to be discussed in upcoming Community Calls |
| AOB | Community raised Twitter and findings of a research firm on the presence of CSAM content | GARM Steer Team, 4A’s APB and Twitter to meet to discuss Twitter internal findings and impact to consumer safety and advertising safety |